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ABSTRACT

Context: Automatic localization of buggy files can speed up the process of bug fixing to improve the efficiency and productivity of software quality assurance teams. Useful semantic information is available in bug reports and source code, but it is usually underutilized by existing bug localization approaches.

Objective: To improve the performance of bug localization, we propose DeepLoc, a novel deep learning-based model that makes full use of semantic information.

Method: DeepLoc is composed of an enhanced convolutional neural network (CNN) that considers bug-fixing recency and frequency, together with word-embedding and feature-detecting techniques. DeepLoc uses word embeddings to represent the words in bug reports and source files that retain their semantic information, and different CNNs to detect features from them. DeepLoc is evaluated on over 18,500 bug reports extracted from AspectJ, Eclipse, JDT, SWT, and Tomcat projects.

Results: The experimental results show that DeepLoc achieves 10.87%–13.4% higher MAP (mean average precision) than conventional CNN. DeepLoc outperforms four current state-of-the-art approaches (DeepLocator, HyLoc, LR + WE, and BugLocator) in terms of Accuracy@k (the percentage of bug reports for which at least one real buggy file is located within the top k rank), MAP, and MRR (mean reciprocal rank) using less computation time.

Conclusion: DeepLoc is capable of automatically connecting bug reports to the corresponding buggy files and achieves better performance than four state-of-the-art approaches based on a deep understanding of semantics in bug reports and source code.

1. Introduction

Bug localization is a significant task during software maintenance. To locate a newly reported bug, developers must carefully analyze the bug report and review numerous source code files. Thus, bug resolution activity usually requires considerable time and effort [23] to improve software quality and ensure software integrity [5]. To reduce maintenance costs and substantially improve the efficiency and productivity of the whole software team, researchers have proposed several automated bug localization approaches and tools for localization of potential buggy files, especially when the project is large and complex and involves thousands of source files.

The existing bug localization techniques can be categorized into four main groups. The first group comprises approaches that use traditional features related to program analysis information [14], such as passing or failing execution information with test cases. Spectrum-based fault localization techniques [1,25] are typical examples of these approaches. These methods extract static features from the source code or execution information, which is a time-consuming process. The second group comprises the information retrieval (IR)-based approaches, which search and rank buggy files for a given bug report. These approaches measure the textual similarity between bug reports and the names of classes or methods in source code files. This kind of similarity focuses mainly on the term weights as used in the IR field [48]. In addition, machine learning (ML)-based approaches have been proposed. These approaches adopt ML models that are trained to match the topics of bug reports with those of source files [34] or classify source files into multiple classes using formerly fixed files [16].

The approaches in the second and third groups focus on the term weights of natural language texts and do not consider source code semantics during the bug localization process. According to prior research, semantic information is important for code suggestion [33] and
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code completion [11] and is also useful for bug localization [49]. To bridge the semantic gap, deep learning has been introduced into the domain of bug localization for semantic parsing. Deep learning is known to have excellent performance in natural language processing (NLP) and image processing [7,21]. The recently proposed deep learning-based model for bug localization combines deep neural networks (DNNs) and IR techniques [22]. Its results are influenced to some extent by the performance of IR techniques. Most importantly, many DNN models are used together, which makes it very complex and difficult to accurately adjust the parameters of the model.

To extract the underlying semantic information from bug reports and source code, this paper proposes a CNN-based model for bug localization, namely DeepLoc. CNN can extract local features by convolving filters and performs well in semantic parsing-related NLP problems [17]. Thus, DeepLoc adopts CNN to extract features from vectors of bug reports and source files converted using word-embedding techniques. Moreover, DeepLoc learns to correlate bug reports to the corresponding buggy files using an enhanced CNN, rather than textual similarity, which is used in IR-based approaches. We conduct empirical experiments on five project datasets to show the effect of the enhanced CNN on DeepLoc and evaluate DeepLoc’s performance by comparing it to four state-of-the-art bug localization approaches: DeepLocator, HyLoc, LR + WE, and BugLocator. All these competitors were proposed to localize buggy files for bug reports, which were based on the textual similarity rather than semantic information of the words and phrases.

The main contributions of this paper are the following:

- We transform all code tokens from source files into vectors using word-embedding techniques for bug localization. The visualization of the learned vectors indicates that this method can benefit the proposed model.
- We develop DeepLoc, which consists of word embedding, feature detection, and a proposed enhanced CNN. The enhanced CNN uses important bug-fixing experience (bug-fixing recency and frequency) and semantic information that can be extracted by a conventional CNN from bug reports and source files.
- A set of experiments are conducted to validate DeepLoc’s feasibility and effectiveness. We make our dataset publicly available and provide the tool used to construct the dataset1.

In this work, we enhance our previous model, DeepLocator, presented in [47]. DeepLocator first pre-treats bug reports and source files using revised TF-IDFuF and Abstract Syntax Tree (AST) detection, respectively. The same word-embedding technique (word2vec) is then used to transform the preprocessed words from bug reports and source files respectively. The same word-embedding technique (word2vec) is then using revised TF-IDFuF and Abstract Syntax Tree (AST) detection, referred to as the proposed enhanced CNN. (4) We report better results and new analyses and show the visualization of the learned vectors to demonstrate the effectiveness of the word-embedding techniques for bug localization.

The remainder of this paper is structured as follows. Section 2 reviews the preliminary knowledge related to DeepLoc. Section 3 gives a detailed description of the proposed model. The experimental results are presented in Section 4 and the discussion is presented in Section 5. The threats to validity are discussed in Section 6, and related works are reviewed in Section 7. We conclude the paper and discuss directions for future work in Section 8.

2. Preliminaries

2.1. Term frequency-Inverse document frequency (TF-IDF)

The Term Frequency-Inverse Document Frequency (TF-IDF) technique is widely used in text mining and information retrieval (IR). TF represents the frequency with which a term appears in a document, and IDF denotes the inverse of the number of documents in which the term appears in the entire corpus. TF-IDF can filter some common terms in documents in specified repositories. The formulas for TF-IDF are as follows [48]:

\[
\begin{align*}
\text{tf}_d & = f_{t,d} \times \text{idf}_{t,d} = \log \left( \frac{N}{df_t} \right) \\
\text{wtf-idf} & = \text{tf}_d \times \text{idf}_{t,d}
\end{align*}
\]

where \(f_{t,d}\) is the frequency of term \(t\) that appears in document \(d\), \(N\) refers to the total number of documents in the document collections, and \(df_t\) reflects the number of documents in the corpus containing term \(t\). However, this kind of general corpus is not always available in practice or for research, and the equations represent general behaviors that ignore some important individual information.

To address the aforementioned problems, Beel et al. [2] presented term frequency-user focused inverse document frequency (TF-IDFuF) using personal document repositories instead of a general corpus. TF-IDFuF is defined as follows [2]:

\[
\begin{align*}
\text{tf}_u & = f_{t,d} \times \text{idf}_{t,d} = \log \left( \frac{N_u}{n_{t,u}} \right) \\
\text{wtf-idf} & = \text{tf}_u \times \text{idf}_{t,d}
\end{align*}
\]

where \(N_u\) refers to the total number of documents in the user collections and \(n_{t,u}\) reflects the number of documents in the collections that incorporate term \(t\).

Eqs. (1) and (2) are fundamental for term weights. When large differences in frequencies are present, the term weights computed by (1) and (2) do not achieve good performance in practice [8]. Therefore, it is necessary to dampen the effects of large differences in frequencies, which is further discussed below.

The logarithm variant of TF can improve the performance of TF-IDF in practice, as demonstrated in Croft’s experiments [8]. Specifically, it can dampen the effects of large differences in frequencies:

\[
\text{tf}_d = \log(f_{t,d}) + 1
\]

Inspired by Croft et al.’s work [8], we propose an rTF-IDFuF to further improve the model’s performance:

\[
\text{wtf-idf} = (\log(f_{t,d}) + 1) \times \log \left( \frac{N_u}{n_{t,u}} \right)
\]

where \(f_{t,d}\) is the frequency of term \(t\) appearing in document \(d\), \(N_u\) refers to the total number of documents in user collections, and \(n_{t,u}\) reflects the number of documents in user collections that contain term \(t\).

In reality, a complete corpus is not always available. In addition, the bug reports for different projects usually differ in their writing style and contexts. Therefore, it is convenient and reasonable to apply rTF-IDFuF, which focuses on personal collections and is used in this paper.

2.2. Word embedding

Word embedding refers to the distributed representations of words

in a vector space in which similar words are close to each other [30]. After performing word embedding, words are represented by vectors of real values instead of text, which enables text analysis using various statistical models. Mikolov et al. [29] proposed word2vec techniques for efficient learning of high-quality distributed vector representations. Furthermore, this model can capture precise syntactic and semantic word similarities.

Fig. 1 illustrates the architecture of the Skip-gram model, which uses one of the word2vec techniques. The objective of the Skip-gram model is to learn word representations that maximize the classification of the surrounding words based on a current word in the same sentence. Formally, given a sequence of \( T \) training words \( w_1, \ldots, w_T \), each current word \( w_t \) is used as the input to predict its context words \( w_{i\neq t} \) within a certain range. The Skip-gram model is trained to maximize the average log probability:

\[
\frac{1}{T} \sum_{t=1}^{T} \sum_{i \neq t \in \mathcal{S}} \log p(w_{i\neq t} | w_t)
\]

(5)

where \( \mathcal{S} \) is the size of the training context centered at the current word \( w_t \) and \( r \neq 0 \).

Because the cost of computing the derivative of each log probability in Eq. (5) is proportional to the number of words in large vocabulary, Mikolov et al. [30] introduced a negative sampling technique to accelerate the Skip-gram model. Using this technique, its optimization objective is defined as:

\[
\frac{1}{T} \sum_{t=1}^{T} \left( \sum_{w_t \in \mathcal{P}(w)} \log \sigma \left( w_t^\top w_t \right) + \sum_{w_{i\neq t} \in \mathcal{N}(w)} \log \sigma \left( -w_t^\top w_{i\neq t} \right) \right)
\]

(6)

where \( \sigma(x) = 1/(1 + \exp(-x)) \). \( \mathcal{P}(w) \) is the positive training examples and \( \mathcal{N}(w) \) is the randomly sampled negative training examples of \( w_t \).

Another word2vec technique proposed by Mikolov et al. [29] is the continuous bag-of-words (CBOW) model, which is similar to the Skip-gram model. However, instead of predicting context words based on the current word, CBOW tries to maximize the classification of the current word based on the context words in the same sentence. Pagliardini et al. proposed Sent2Vec [35], which is an extension of CBOW [29], to compose sentence embedding. Unlike in CBOW, the context words running over the corpus in Sent2Vec are entire sentences instead of fixed-length context words, whose architecture is shown in Fig. 2. \( w_t \), in formula (6) is now changed into the entire sentence where \( w_t \) is, but \( w_t \) is excluded.
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Fig. 2. The architecture of Sen2Vec.

2.3. Convolutional neural network (CNN)

CNN, inspired by biological processes and multilayer perceptron, is the first learning algorithm based on neocognitron [9] and receptive fields [12]. CNN contains several convolutional layers that are often combined with pooling steps and then followed by a fully-connected layer similar to a standard multilayer neural network [20].

The process of convolution and pooling (subsampling) [41] is shown in Fig. 3. In the process of convolution \( C \), the input is convoluted with a trainable filter \( W \) and an added offset \( b \). Later, a nonlinear function is used to obtain a reduced feature map \( c_{0} \), followed by the subsampling procedure \( S \). A mean-over-time polling or max-over-time pooling operation [7] is frequently used in this layer, which takes the mean \( (c = \text{mean}(c_{0})) \) or maximum value \( (c = \text{max}(c_{0})) \) as the feature corresponding to this particular filter. The convolutional layer is used to detect features that are then subsampled in the pooling layer to reduce the number of parameters. The process also alleviates the over-fitting problem [41].

The basic structure of a CNN [21] is shown in Fig. 4. \( C \) layers are used to capture features. The input of every neuron in \( C \) layers is linked with the local receptive field of the former layer, and the local feature is extracted using convolutional operations. Once the local feature is extracted, its positional relationship with other features is known. \( S \) layers are feature mapping layers. Each computational layer has several feature maps, and every feature map is a two-dimension surface. The weight of each neuron in this surface is the same, which follows the well-known parameter sharing scheme. The Rectified Linear Units (ReLU) [20] function is used to increase the network’s nonlinear properties.

2.4. Batch normalization

Batch normalization was proposed by Ioffe and Szegedy [13] to reduce internal covariate shift for deep networks. It allows the network to be trained at a much faster learning rate and reduces its sensitivity to initialization. Thus, the use of batch normalization can accelerate the training process more than tenfold while retaining the same or much greater accuracy [13]. Given a mini-batch with \( m \) values \((x_1, ..., x_m)\), the transforming procedure is as follows:

\[
x_i' = \frac{x_i - \mu}{\sqrt{\sigma^2 + \epsilon}}
\]

(7)

\[
BN(x_i) = \gamma x_i' + \beta
\]

(8)

where \( \mu \) and \( \sigma \) are the mean \((\mu = \frac{1}{m} \sum_{i=1}^{m} x_i)\) and variance \((\sigma = \frac{1}{m} \sum_{i=1}^{m} (x_i - \mu)^2)\) of the mini-batch, \( \epsilon \) is a constant (e.g., 1e-3) added to the variance for the numerical purpose, and \( \gamma \) and \( \beta \) are additional parameters to be learned during training.

3. DeepLoc

In this section, we describe DeepLoc, a deep learning-based model that automatically localizes buggy files for bug reports. DeepLoc uses two conventional CNNs to separately detect features from the vectors of bug reports and source code files converted using two different word-embedding techniques and an enhanced CNN for bug localization.
Fig. 5 provides the overall workflow of DeepLoc. In the training phase, bug reports and source files are first transformed into vectors using two different word-embedding techniques (Sent2Vec [35] and weighted average word2vec [15]). The corresponding vectors are then fed into two conventional CNNs to detect their features. Finally, the features of the bug reports and source files are paralleled as the input to the enhanced CNN, along with corresponding labels (buggy or not buggy) and the bug-fixing histories. The training stage is conducted offline. When we receive new bug reports, the trained model will efficiently utilize the bug reports to obtain the locations of buggy files. The details of DeepLoc are discussed in the following sections.

3.1. Data pre-processing

Developers often combine words to create a new “word” when defining classes or methods in source code files, which can also be mentioned in bug reports. Thus, we preprocess combined words in both bug reports and source files. According to the CamelCase Naming Convention [3], combined words can be split into separate real words based on capital letters. For example, “WorkbenchActionBuilder” is split into “Workbench”, “Action” and “Builder”. Note that some special capital words, such as URI (Uniform Resource Identifier [28]), IDE (Integrated Development Environment [39]), etc., should not be separated. Finally, we change all capital letters to lowercase letters, to adhere to the rules of word embedding.

3.2. Word embedding

Words themselves cannot be directly input into a CNN [52]. Thus, the pretreated words must be embedded into vectors. Two variants of word-embedding techniques are adopted in this paper to transform words in bug reports and source files into vectors that retain the words’ semantics.

As shown in Table 1, bug reports usually contain summaries and descriptions that comprise many words. If all words are transformed into vectors as input for CNNs, the model will be difficult to train due to the redundant input. In addition, a large amount of memory is needed to store these vectors. Fortunately, bug reports are written in natural languages and consist of sentences, so we can convert each sentence in bug reports into a vector instead of transforming each word into a vector. Summaries are always written as one sentence containing condensed and abbreviated information. It is difficult to retain important information if summaries are regarded as sentences. However, descriptions usually contain many sentences and some redundant information. So, to distinguish summaries and descriptions, we convert summaries into vectors based on words using a word2vec technique with the Skip-gram model [29] and transform descriptions into vectors based on sentences using Sent2Vec [35]. Fig. 6 illustrates an example of transforming descriptions in bug reports into vectors using Sent2Vec. Each sentence in a description is transformed into a k-dimensional vector. The dimension of word vectors of each description in a bug report is \( n_S \times k \), where \( n_S \) is the number of sentences in each description.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Subject projects [48].</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Project</strong></td>
<td><strong>Time range</strong></td>
</tr>
<tr>
<td>AspectJ</td>
<td>03/02-01/14</td>
</tr>
<tr>
<td>Eclipse UI</td>
<td>10/01-01/14</td>
</tr>
<tr>
<td>JDT</td>
<td>10/01-01/14</td>
</tr>
<tr>
<td>SWT</td>
<td>02/02-01/14</td>
</tr>
<tr>
<td>Tomcat</td>
<td>07/02-01/14</td>
</tr>
</tbody>
</table>
$k$ is the dimension of word embeddings. Sent2Vec is an extension of CBOW [29] to compose sentence embeddings. Unlike in CBOW, the context words running over the corpus in Sent2Vec are entire sentences rather than fixed-length context words, which meets the requirements of our model. For experimentation purpose, we have evaluated that the adopted strategy has a similar or even better performance with less memory and computation cost than other kinds of strategies (e.g., only word2vec).

Source files are composed of code tokens that are similar, but not identical, to natural languages [46]. Some keywords (e.g., int, public) are frequently presented in source code that may dampen the performance of Sent2Vec. In addition, it is difficult to represent source code in sentences. Thus, Sent2Vec is not good for converting source files into vectors. Importantly, the average word embeddings of words in a sentence have been proven to be efficient for obtaining sentence embeddings [15]. To dampen the effect of frequent keywords in the source code, this paper adopts weighted average word embeddings based on the revised TF-IDf discussed in Section 2.1 to obtain the vectors of each line in source code as shown in the following equation:

$$V_i = \frac{1}{n_i} \sum_{l=1}^{n_i} w_l v_l = \frac{1}{n_i} w^v$$

where in the $l$th line in a source file, $V_i \in R^{1 \times k}$ is the vector of the $i$th line of code, $w_l (w \in R^{1 \times k})$ is the rTF-IDf term weight of the $i$th word in the $l$th line of code, and $v_l (v \in R^{k \times k})$ is the word vector of the $i$th word in the $l$th line of code, in which $n_i$ and $k$ are the number of words in the $l$th line and the dimension of the word vector, respectively. It is better to use the right vectorized form during implementation, to accelerate the computational process. The word vector ($v$) is obtained using the word2vec technique with the Skip-gram model [29]. Some words may be absent in the set of pretrained words in word2vec. These words are initialized randomly and fine-tuned during training [17]. Ye et al. [49] verified that word embeddings trained on a Wiki corpus and a project-specific corpus (Eclipse and Java) had similar performance. However, a Wiki corpus has a greater vocabulary and more words (96 times and 548 times the size of a project-specific corpus, respectively), which is beneficial for deep learning models [54]. Thus, the pretrained word2vec used in our model is based on a Wiki corpus.

3.3. Feature detecting

After converting bug reports and source files into a set of vectors, the CNN model is applied to extract their features. Max-over-time pooling [18] is used when constructing a CNN. We first find the maximum number ($n_y$) of sentences from each bug report and the maximum number ($n_l$) of lines from each source file. They are then padded by zeros to be separately same with their maximum lengths [24]. Fig. 7 illustrates the process of feature detection from bug reports and source files using a CNN, in which $k$ is the vector dimension of each sentence/line. The two CNNs have similar architecture, containing one convolutional layer with multiple filters followed by a max pooling layer [18]. We will evaluate how to choose the size of filters, the number of filters, and the number of convolutional layers when answering RQ1 in Section 4.3. The size of filters in the max pooling layer is $(n_s - \text{the height of the filter size } + 1) \times 1$ for bug reports and $(n_l - \text{the height of the filter size } + 1) \times 1$ for source files. The size of the feature vectors extracted from a bug report is $\text{the number of filter sizes} \times \text{the number of filters for each filter size}$. The size of the feature vectors extracted from a source file is also $\text{the number of filter sizes} \times \text{the number of filters for each filter size}$. We use different filter size in the max pooling layer to ensure that the final feature vectors extracted from a bug report and source file have the same size so that they can be concatenated in parallel as the input to the subsequent enhanced CNN.

3.4. Enhanced CNN training and prediction

Although the conventional CNN has good performance in semantic parsing-related NLP problems [17], it cannot learn bug-fixing experience by itself. Therefore, this section discusses a novel technique to enhance the CNN for bug localization.

The conventional CNN is trained to minimize the following mean cross-entropy error function [10]:

$$L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \text{cost}_i$$

$$\text{cost}_i = - \sum_{j=1}^{T} y_{ij} \log (y_{ij})$$

where $N$ is the number of samples in a batch and $T$ is the number of classes. cost is the cost function of sample $i$. $y_{ij}$ is the true value of class $j$ of sample $i$ and $y_{ij}$ is the output probability of class $j$ of sample $i$.

Apart from the semantic information, the conventional CNN model contains no other important information related to bug localization, especially the fixing history of source files. Furthermore, bug-fixing recency and frequency have been verified as useful for bug localization by Lam et al. [22] and Ye et al. [48]. The change history of source files for bugs contains useful information for identification of fault-prone files [37]. This implies that source files fixed recently are more likely to be buggy than those fixed long ago (bug-fixing recency) and that source files that have been fixed many times are more likely to still contain bugs than those seldom fixed or even never fixed (bug-fixing frequency).
December last year, the last time the source inverse of the time interval between the creation of the bug report and phase, so the 

denoted the month in which source was last fixed before bug report was created. The bug-fixing recency is defined as follows:

\[ R_t = \frac{1}{r.\text{month} - s.\text{month} + 1} \]  

(11)

where \( r.\text{month} \) represents the month in which bug report \( r \) was generated and \( s.\text{month} \) denotes the month in which source file \( s \) was last fixed before bug report \( r \) was created. \( r.\text{month} \) and \( s.\text{month} \) take the year into account. For example, if \( r.\text{month} \) is January this year and \( s.\text{month} \) is December last year, \( R_t \) is 0.5. Therefore, the bug-fixing recency \( R_t \) is the inverse of the time interval between the creation of the bug report and the last time the source file was fixed.

The bug-fixing frequency \( F_t \) is expressed by the number of times source file \( s \) was fixed before bug report \( r \) was submitted [48]. \( R_t \) and \( F_t \) may have wide value ranges that make them incomparable, which may result in detrimental effects [48]. In both the training and testing sets, \( R_t \) and \( F_t \) are scaled as follows:

\[
\begin{align*}
    r_j &= \begin{cases} 
    0 & \text{if } R_j < R_{\text{min}} \\ 
    \frac{R_j - R_{\text{min}}}{R_{\text{max}} - R_{\text{min}}} & \text{if } R_{\text{min}} \leq R_j \leq R_{\text{max}} \\ 
    1 & \text{if } R_j > R_{\text{max}} 
    \end{cases} \\
    f_j &= \begin{cases} 
    0 & \text{if } F_j < F_{\text{min}} \\ 
    \frac{F_j - F_{\text{min}}}{F_{\text{max}} - F_{\text{min}}} & \text{if } F_{\text{min}} \leq F_j \leq F_{\text{max}} \\ 
    1 & \text{if } F_j > F_{\text{max}} 
    \end{cases}
\end{align*}
\]  

(12)

where \( R_{\text{min}} \) (\( F_{\text{min}} \)) and \( R_{\text{max}} \) (\( F_{\text{max}} \)) are the minimum and maximum values of \( R_t \) (\( F_t \)) in the training set. During testing, \( R_t \) (\( F_t \)) may be larger than \( R_{\text{max}} \) (\( F_{\text{max}} \)) or smaller than \( R_{\text{min}} \) (\( F_{\text{min}} \)) obtained in the training phase, so the first and last judgments are necessary.

To improve the bug localization performance, we enhance the conventional CNN by adding bug-fixing recency and frequency to the cost function in the fully connected layer as two penalty terms. The new cost function that considers bug-fixing recency \( (r) \) and bug-fixing frequency \( (f_j) \) is defined as follows:

\[
\text{cost}_i = -\sum_{j=1}^{T} y_j \log(y_j) - \omega_1 r_i - \omega_2 f_i
\]

where \( \omega_1 \) and \( \omega_2 \) are initialized by random values from a truncated normal distribution and tuned in the training phase similarly to other weights. \( r_i \) and \( f_i \) are the scaled values of bug-fixing recency and frequency, respectively.

Now we use the enhanced CNN to learn the relationship between bug reports and corresponding buggy files. The feature vectors \((\in \mathbb{R}^{1 \times (\text{the number of filter sizes} \times \text{the number of filters for each filter size})})\) extracted from bug reports and those \((\in \mathbb{R}^{1 \times (\text{the number of filter sizes} \times \text{the number of filters for each filter size})})\) from source files are concatenated in parallel into 2-dimensional feature vectors \((\in \mathbb{R}^{2 \times (\text{the number of filter sizes} \times \text{the number of filters for each filter size})})\) as the input to the enhanced CNN. The concatenation process is shown in Fig. 8. The convolutional layer in the enhanced CNN uses filters with the size of \( 2 \times 2 \) to learn the correlated relationships between bug reports and source files by convolving the input of the enhanced CNN that is a concatenation of the feature vectors extracted from bug reports and source files. The size of filters in the max pooling layer is \( 2 \times (\text{the number of filter sizes} \times \text{the number of filters for each filter size}) \). The enhanced CNN was used to correlate bug reports to buggy files including both linear and nonlinear relationships because of its convolutional operation and fully connected layer. Other factors (bug-fixing recency and frequency) are included in the enhanced CNN using Eq. (13).

All three CNNs use max-over-time pooling and are regularized by batch normalization to speed up the training process. DeepLoc is trained using the Adam (Adaptive Moment Estimation) Optimizer [19], which uses an adaptive learning algorithm. Compared to Adadelta [50], which retains an exponentially decaying average of past squared gradients, Adam can also store the exponentially decaying average of past gradients. In addition, Adam has shown better performance in large empirical investigations than other algorithms that automatically adjust learning rates [19].

After training, the bug reports are related to buggy files rather than matched by textual similarity. When a new bug report appears, it is paired with each source file and then input into the trained DeepLoc to predict buggy files.

4. Experiments

Several experiments are conducted to evaluate DeepLoc’s performance. We describe the datasets used, the experimental setup and the performance metrics in Section 4.1. The research questions are listed in Section 4.2, and the results in Section 4.3.
4.1. Experimental settings and evaluation metrics

Because some source files may have been modified or even deleted, we may fail to find the original mapped source files for an old bug without before-fix versions. Thus, we collect a dataset (Table 1) with before-fix versions of source files and relate them to each bug based on publicly available mappings of bug reports and the corresponding commit history provided by [48].

The chronologically sorted bug reports for each project are split into 60% as the training set (oldest bugs), 20% as the validation/development set, and 20% as the test set (newest bugs). Large numbers of source files exist for a given bug report, and it is infeasible to involve them all in the training set because of the necessary training time and memory. For fair comparison with other state-of-the-art techniques, we use a procedure similar to that in [22,48]. In training, for each bug report, we rank the cosine similarity of the word vectors between the bug report and all of the source files and then select the top 300 irrelevant files as the negative samples, which implies that the actual buggy files and other 300 least similar files are together with each bug report to be set as the training set. In the validation and testing set, each bug report is paired with all source files. We use tensorflow to construct the model, and all experiments are run on a server with CPU Intel Xeon CPU ES-4620 2.20 GHz (32 cores), 128 GB RAM.

To evaluate DeepLoc’s performance, three metrics are adopted: Accuracy@k, Mean Reciprocal Rank (MRR) and Mean Average Precision (MAP). These metrics have been widely used in existing bug localization studies [22,48,49,53]. Their definitions are expressed as follows:

• **Accuracy@k** measures the percentage of bug reports for which at least one real buggy file is located within the top k rank.

• **MRR** is the mean of the Reciprocal Rank that accumulates the inverse of the position of the first correctly-located buggy file for each bug. For a set of Q bug reports, the MRR in this paper is computed as follows:

\[
MRR = \frac{1}{Q} \sum_{i=1}^{Q} \frac{1}{\text{first}_i}
\]  

(14)

where first_i denotes the position of the first correctly-located buggy file for the ith bug report.

• **MAP** can measure performance when a query has multiple relevant documents. It is more suitable in the field of bug localization because a bug report may have more than two buggy files on average (as shown in Table 1). MAP is the mean of the Average Precision (AvgP) values of Q bug reports, each of which is the average of the precision values for a bug report. The formulation of MAP for bug localization is as follows:

\[
MAP = \frac{1}{Q} \sum_{i=1}^{Q} \text{AvgP}(i)
\]  

(15)

\[
\text{AvgP}(i) = \frac{\sum_{j=1}^{M} (T(j)/j) \times \text{ind}(j)}{\text{B}(i)}
\]  

(16)

where M is the maximum position of correct buggy files for the ith bug report located using the bug localization technique, ind(j) indicates whether the file located in rank j is the correct buggy file (ind(j) = 1) or not (ind(j) = 0), B(i) stands for the number of buggy files for the ith bug report, and T(j) denotes the number of buggy files in the top j.

The higher the Accuracy@k, MRR, and MAP values, the better the performance of the bug localization technique.

4.2. Research questions

Specifically, we aim to answer the following questions.

**RQ1: What effect do the model settings have on DeepLoc?** Before building DeepLoc, we need to analyze three settings using the validation set: the size of filters, the number of filters, and the number of convolutional layers.

**RQ2: What effect does the enhanced CNN have on DeepLoc?** We then evaluate whether the enhanced CNN improves DeepLoc’s accuracy against the conventional CNN. The only difference between the two CNNs is that the enhanced CNN considers bug-fixing recency and frequency, but the conventional CNN does not. Furthermore, we examine their time overheads for prediction.

**RQ3: How good is DeepLoc’s performance compared to state-of-the-art techniques?** To validate DeepLoc’s effectiveness and efficiency, four state-of-the-art approaches are used as competitors:

• **DeepLocator** proposed in our previous work [47] uses CNN to extract features from bug reports and source files that are pre-treated using rTF-IDuF and AST.

• **HyLoc** proposed by Lam et al. [22] combines deep learning with information retrieval (IR) technique.

• **LR + WE** proposed by Ye et al. [49] enhances the previously proposed learning-to-rank (LR) model [48] with word embedding (WE).

• **BugLocator** proposed by Zhou et al. [53] uses a revised Vector Space Model (rVSM) to measure the textual similarity between bug reports and source files.

Both RQ2 and RQ3 use a testing set for evaluation. There are 50 instances in each batch.

4.3. Results and analyses

**RQ1: Model performance under different model settings.** We first evaluate how to choose the size of filters using the validation set. The number of filters is set as constant (100) as a control variable. Fig. 9 reports the MAP values of each dataset with the filter size ranging from 1 × k to 10 × k (where k is the width of word vectors). The results show that the best filter size for the five datasets is 3 × k (AspectJ), 6 × k (Eclipse UI), 4 × k (JDT), 3 × k (SWT), and 4 × k (Tomcat) respectively. According to the empirical analysis of Zhang and Wallace [52], using multiple filter sizes near the best single size produces the best results. So in our experiments, the filter sizes are set as (2 × k, 3 × k, 4 × k), (5 × k, 6 × k, 7 × k), (3 × k, 4 × k, 5 × k), (2 × k, 3 × k, 4 × k), and (3 × k, 4 × k, 5 × k) for the five datasets.
We also provide the average training time per batch (bar chart) for the five datasets to help us choose the appropriate number of filters balanced between the results and the time consumption. The results show that the greater the number of filters, the higher the computation time. However, the MAP values do not always increase because more filters may lead to overfitting. After weighing the trade-offs, we set the number of filters as 100 for the whole dataset.

Next, we compare the MAP values and the average time consumption for each batch of the CNN, using one convolutional layer and two convolutional layers. When using a two-layer CNN, the features between words are convolved again, which is able to extract deeper semantic information. Table 2 demonstrates that the performance of the two-layer CNN is slightly better than that of the one-layer CNN, but the time consumption is much higher. Thus, DeepLoc uses a one-layer CNN.

RQ2: The enhanced CNN’s effects on DeepLoc.

In this section, we use the testing set to compare DeepLoc’s performance using enhanced CNN and conventional CNN. We find that both the MAP and MRR of the enhanced CNN are higher than those of the conventional CNN, with a 10.87%-13.4% higher MAP (as shown in Fig. 11). Because CNN does not have long-term memory, it cannot learn the features of bug-fixing recency and frequency, which are included in the enhanced CNN.

We report the time overhead of DeepLoc using the enhanced CNN and the conventional CNN. Because more weights in DeepLoc must be adjusted in the training phase than in the CNN, DeepLoc’s average time consumption per batch in training is slightly higher (about 0.03 seconds) than the CNN’s. Table 3 presents the average prediction time for one bug report by DeepLoc using the enhanced CNN and the conventional CNN, and the existing deep learning-related model (HyLoc) [22].

The first two rows demonstrate that DeepLoc’s average prediction times using the enhanced CNN and the conventional CNN are very similar.

Table 2: MAP and time consumption for different numbers of layers.

<table>
<thead>
<tr>
<th>Project</th>
<th>One-layer</th>
<th>Two-layer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAP</td>
<td>Time (s)</td>
</tr>
<tr>
<td>AspectJ</td>
<td>0.55</td>
<td>6.36</td>
</tr>
<tr>
<td>Eclipse UI</td>
<td>0.56</td>
<td>6.92</td>
</tr>
<tr>
<td>JDT</td>
<td>0.48</td>
<td>6.38</td>
</tr>
<tr>
<td>SWT</td>
<td>0.49</td>
<td>6.65</td>
</tr>
<tr>
<td>Tomcat</td>
<td>0.57</td>
<td>6.74</td>
</tr>
</tbody>
</table>

Fig. 10. Performance of number of filters.

5. Discussion

The major challenge for bug localization is the semantic gap between bug reports and source code files. Textual similarity, which is used in most existing techniques [16,22,48,53], is based on the term...
DeepLoc uses word-embedding techniques to map bug reports and source files into semantic vector spaces where similar words are close to each other. According to their characteristics, DeepLoc uses two different word embedding-based techniques for bug reports and source files. Fig. 13 visualizes the learned embeddings of 500 bug reports from Project SWT using t-SNE [40], where a number represents a bug report. Each bug report is transformed into a word vector as discussed in Section 3.2. These vectors are then projected into 2-D dimension by t-SNE to make the vectors visible as shown in Fig. 13. The closer two bug reports are in the vector space, the greater the similarity between them. In Example I, the three bug reports are “Unused and breaks compilation on GTK 3.x. Bug 391413 Remove GdkGCValues_sizeof”, “Remove GdkVisual_sizeof - not used at all and breaks compilation on GTK 3.x. Bug 391408 Remove GdkVisual_sizeof”, and “Method is not used anywhere and breaks compilation on GTK 3.x. Bug 391404 Remove GdkImage_sizeof”. They are all related to GTK and the “sizeof” operation. Most importantly, these three bug reports point to the same buggy file, namely OS.java, but the first bug report still contains other buggy files. The contents of the bug reports in Example II, “Bug 369228 Kill pre GTK 2.4 leftovers from Tree”, “Bug 369227 Kill pre GTK 2.4 leftovers from List”, “Bug 369226 Cleanup pre GTK 2.4 leftovers in Table”, and “Bug 369225 Cleanup pre GTK 2.4 leftovers”, also share similar operations. In addition, the first three bug reports share the same buggy files. The bug reports in Example III also share the same or similar words like “widget”, “unused 2.10 version guard” and so on. The aggregation of some points in Fig. 13 indicates that these bug reports may share similar meanings or even point to the same buggy files. Therefore, the word-embedding technique is useful for converting text into vectors that retain semantic information, and can help to localize buggy files. However, it is still insufficient, which is why it requires consequent models to detect features and learn correlations between bug reports and source files.

The embedded vectors that contain information about semantic similarities greatly benefit DeepLoc. The CNN model performs well in the semantic parsing field because of the convolving filters [17], which helps DeepLoc to extract hidden semantic information from bug reports and source files. DeepLoc applies two CNNs to extract features from bug reports and source files and then uses an enhanced CNN to correlate bug reports and buggy files including both linear and nonlinear relationships, which makes it different from the studies in [48,49], which use a linear weighted sum of features. Bug-fixing history is also included in DeepLoc, to make it more powerful.

6. Threats to validity

The experimental results demonstrate DeepLoc’s feasibility, however, we acknowledge some potential threats to the validity of our approach and experiments. Following the suggestions of Wohlin et al. [44], we discuss threats to internal validity, construct validity, external validity, and statistical conclusion validity.

6.1. Internal validity

The proposed approach converts each sentence in a bug report into frequency rather than semantic information of the words and phrases. Unlike textual similarity, DeepLoc correlates bug reports to the corresponding buggy files based on a deep understanding of semantics. DeepLoc uses word-embedding techniques to map bug reports and source files into semantic vector spaces where similar words are close to each other. According to their characteristics, DeepLoc uses two different word embedding-based techniques for bug reports and source files. Fig. 13 visualizes the learned embeddings of 500 bug reports from Project SWT using t-SNE [40], where a number represents a bug report. Each bug report is transformed into a word vector as discussed in Section 3.2. These vectors are then projected into 2-D dimension by t-SNE to make the vectors visible as shown in Fig. 13. The closer two bug reports are in the vector space, the greater the similarity between them. In Example I, the three bug reports are “Unused and breaks compilation on GTK 3.x. Bug 391413 Remove GdkGCValues_sizeof”, “Remove GdkVisual_sizeof - not used at all and breaks compilation on GTK 3.x. Bug 391408 Remove GdkVisual_sizeof”, and “Method is not used anywhere and breaks compilation on GTK 3.x. Bug 391404 Remove GdkImage_sizeof”. They are all related to GTK and the “sizeof” operation. Most importantly, these three bug reports point to the same buggy file, namely OS.java, but the first bug report still contains other buggy files. The contents of the bug reports in Example II, “Bug 369228 Kill pre GTK 2.4 leftovers from Tree”, “Bug 369227 Kill pre GTK 2.4 leftovers from List”, “Bug 369226 Cleanup pre GTK 2.4 leftovers in Table”, and “Bug 369225 Cleanup pre GTK 2.4 leftovers”, also share similar operations. In addition, the first three bug reports share the same buggy files. The bug reports in Example III also share the same or similar words like “widget”, “unused 2.10 version guard” and so on. The aggregation of some points in Fig. 13 indicates that these bug reports may share similar meanings or even point to the same buggy files. Therefore, the word-embedding technique is useful for converting text into vectors that retain semantic information, and can help to localize buggy files. However, it is still insufficient, which is why it requires consequent models to detect features and learn correlations between bug reports and source files.

The embedded vectors that contain information about semantic similarities greatly benefit DeepLoc. The CNN model performs well in the semantic parsing field because of the convolving filters [17], which helps DeepLoc to extract hidden semantic information from bug reports and source files. DeepLoc applies two CNNs to extract features from bug reports and source files and then uses an enhanced CNN to correlate bug reports and buggy files including both linear and nonlinear relationships, which makes it different from the studies in [48,49], which use a linear weighted sum of features. Bug-fixing history is also included in DeepLoc, to make it more powerful.

6. Threats to validity

The experimental results demonstrate DeepLoc’s feasibility, however, we acknowledge some potential threats to the validity of our approach and experiments. Following the suggestions of Wohlin et al. [44], we discuss threats to internal validity, construct validity, external validity, and statistical conclusion validity.

6.1. Internal validity

The proposed approach converts each sentence in a bug report into
Finally, the analysis on the choice of word-embedding techniques. It would be best to test these techniques on the performance of the proposed approach relies to some extent on the ability of semantic information and saving memory space. However, the performance of the proposed approach relies to some extent on the ability of word-embedding techniques. These techniques make texts from bug reports and source code. Word2vec was then used to map the preprocessed words of both bug reports and source code. Abstract Syntax Tree (AST) to represent syntax and extract the programming patterns of source code. The use of the same word-embedding techniques and CNNs to distinguish bug reports is related to the writing style of the developers. For example, if the developers in a project team prefer to use very long phrases to express bug reports, the filter size should also be long. We analyze the results of the dataset and provide a general conclusion, which may not be adequate.

6.2. Construct validity

As shown in Table 1, the dataset for bug localization is imbalanced. Because the focus of this paper is not a data imbalance problem, we selected a simple sampling strategy. A better technique for solving a data imbalance is important for bug localization, which will be investigated in detail in a future study. On the other hand, we split the dataset into a training set (60%), a validation set (20%), and a testing set (20%). This approach is adopted in most machine learning-related datasets. The results may not be generalizable to other projects written in other programming languages. In the future, we intend to improve the model for use in other projects written in different programming languages.

### Table 4

<table>
<thead>
<tr>
<th>Project</th>
<th>Model</th>
<th>Accuracy@1</th>
<th>Accuracy@5</th>
<th>Accuracy@10</th>
<th>MAP</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AspectJ</td>
<td>DeepLoc</td>
<td>0.45</td>
<td>0.71</td>
<td>0.80</td>
<td>0.42</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>DeepLocator</td>
<td>0.40</td>
<td>0.66</td>
<td>0.78</td>
<td>0.34</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>HyLoc</td>
<td>0.38</td>
<td>0.65</td>
<td>0.75</td>
<td>0.32</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>LR+WE</td>
<td>0.29</td>
<td>0.58</td>
<td>0.74</td>
<td>0.30</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>BugLocator</td>
<td>0.22</td>
<td>0.46</td>
<td>0.58</td>
<td>0.28</td>
<td>0.36</td>
</tr>
<tr>
<td>Eclipse UI</td>
<td>DeepLoc</td>
<td>0.45</td>
<td>0.70</td>
<td>0.79</td>
<td>0.43</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>DeepLocator</td>
<td>0.43</td>
<td>0.66</td>
<td>0.74</td>
<td>0.42</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>HyLoc</td>
<td>0.40</td>
<td>0.64</td>
<td>0.73</td>
<td>0.41</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>LR+WE</td>
<td>0.39</td>
<td>0.60</td>
<td>0.71</td>
<td>0.40</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>BugLocator</td>
<td>0.29</td>
<td>0.50</td>
<td>0.60</td>
<td>0.33</td>
<td>0.38</td>
</tr>
<tr>
<td>JDT</td>
<td>DeepLoc</td>
<td>0.43</td>
<td>0.65</td>
<td>0.77</td>
<td>0.44</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>DeepLocator</td>
<td>0.40</td>
<td>0.64</td>
<td>0.73</td>
<td>0.39</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>HyLoc</td>
<td>0.33</td>
<td>0.59</td>
<td>0.69</td>
<td>0.34</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>LR+WE</td>
<td>0.41</td>
<td>0.65</td>
<td>0.75</td>
<td>0.42</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>BugLocator</td>
<td>0.19</td>
<td>0.40</td>
<td>0.51</td>
<td>0.29</td>
<td>0.37</td>
</tr>
<tr>
<td>SWT</td>
<td>DeepLoc</td>
<td>0.39</td>
<td>0.66</td>
<td>0.77</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>DeepLocator</td>
<td>0.36</td>
<td>0.60</td>
<td>0.75</td>
<td>0.39</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>HyLoc</td>
<td>0.33</td>
<td>0.58</td>
<td>0.71</td>
<td>0.37</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>LR+WE</td>
<td>0.34</td>
<td>0.57</td>
<td>0.71</td>
<td>0.38</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>BugLocator</td>
<td>0.22</td>
<td>0.39</td>
<td>0.52</td>
<td>0.27</td>
<td>0.31</td>
</tr>
<tr>
<td>Tomcat</td>
<td>DeepLoc</td>
<td>0.54</td>
<td>0.72</td>
<td>0.81</td>
<td>0.56</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>DeepLocator</td>
<td>0.52</td>
<td>0.72</td>
<td>0.80</td>
<td>0.54</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>HyLoc</td>
<td>0.52</td>
<td>0.71</td>
<td>0.78</td>
<td>0.52</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>LR+WE</td>
<td>0.49</td>
<td>0.70</td>
<td>0.76</td>
<td>0.50</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>BugLocator</td>
<td>0.36</td>
<td>0.62</td>
<td>0.71</td>
<td>0.43</td>
<td>0.48</td>
</tr>
</tbody>
</table>

6.4. Statistical conclusion validity

In this study, we used a Mann–Whitney-U-Test for the Accuracy@k analyses. We provided Accuracy@k results of the four models (DeepLoc, HyLoc, LR+WE, BugLocator) with k ranging from 1 to 20 and applied a Mann-Whitney-U-Test for comparison. However, the sample size is close to the minimum required number of observations in a standard statistical test. We thus admit the experimental results might be subject to a threat to validity.

7. Related work

7.1. Our previous work

In [47], Xiao et al. proposed DeepLocator for improving the performance of bug localization. DeepLocator applied Abstract Syntax Tree (AST) to represent syntax and extract the programming patterns of source code. Word2vec was then used to map the preprocessed words of both bug reports and source files into semantic vector spaces in which similar words are near each other. However, there were always many words in bug reports and source files even though they were pretreated using revised TF-IDF and AST. Therefore, a large amount of memory space was needed to store the word vectors. In addition, the preprocessing procedure also caused the loss of some important information, which limited DeepLocator’s performance. When training, only one CNN was used to extract features from the word vectors of both bug reports and source files and classify buggy files. The use of the same CNN to deal with bug reports and source files ignored the differences between them and thus dampened DeepLocator’s accuracy. To solve the aforementioned problems, this paper proposes DeepLoc, which uses two different word-embedding techniques and CNNs to distinguish bug reports and source files, to further improve bug localization.
7.2. Bug localization

In the literature, several techniques have been proposed to help localize bugs. The commonly used techniques are either based on information retrieval (IR) methods, machine learning (ML) methods, or deep learning (DL) methods.

**IR:** Zhou et al. [53] proposed BugLocator, which was based on a revised Vector Space Model (rVSM), to measure the textural similarity between bug reports and source files using information from similar bugs that had previously been fixed. The weighted sum of the two rankings was used to locate the relevant files for a bug. BugLocator was a famous technique that attempted to rank relevant source files for bug reports. Wong et al. [45] proposed segmentation and stack-trace analysis techniques on top of BugLocator [53], to boost fault localization. Saha et al. [38] regarded the summary and description of bug reports as two different query fields, combined respectively with classes, methods, variables, and comments extracted from source files. However, these eight features were considered equally important. Moreover, they used the fixed version of the project in the evaluation, which led to inconsistency when considering future bug-fixing information.

To address the issues mentioned above, Ye et al. [48] developed an adaptive ranking model supported by a learning-to-rank (LR) technique to rank relevant files for bug reports. Six features were used in this paper: surface lexical similarity, application programming interface (API)-enriched lexical similarity, collaborative filtering score, class name similarity, bug-fixing recency, and bug-fixing frequency. In the literature [49], LR + WE was proposed to enhance LR, in which bug reports and source code were represented by word embeddings and the similarities between them were added as additional features. The weight of each feature was then trained using the LR technique based...
on the previously fixed bugs. However, this model used a hill-climbing algorithm with a linear weighted sum of features, which might ignore nonlinear relationships. These IR-based techniques rely on the textual similarities between bug reports and source files, which do not bridge the semantic gap.

ML: Kim et al. [16] applied a Naive Bayes classifier to build a two-phase recommendation model. Phase 1 was used to decide whether the bug was predictable or not. If not, there was no further prediction behavior. If it was predictable, Phase 2 applied a Bayes model to recommend a set of files to fix. However, the model mainly focused on the names of the fixed files. Thus, it was difficult for the model to recommend a file that had never been fixed before. Moser et al. [31] built a model based on three common machine learners to find defective files from Eclipse projects considering code changes. Markov logic was used in [51] by combining statement coverage, static program structure information, and prior bug information. The authors, however, did not consider contextual information (failure explanations). BugSout, a topic-based machine learning model proposed by Nguyen et al. [34], used an extended Latent Dirichlet Allocation (LDA) [4]. The bugs were related to their corresponding buggy files by their shared topics. However, a tuning process was needed to find the right number of topics for different projects, which meant that the model was not automated. In addition, there was a strong assumption in this paper that the textual contents of bug reports shared some technical aspects with the textual contents of the corresponding buggy files. However, natural language texts used in bug reports likely differ from code tokens in the source code files of real-world projects, which implies that this assumption is insufficient.

DL: Deep learning is a relatively new concept, and there is little prior work about deep learning-based bug localization. Lam et al. [22] built a model named HyLoc that combined deep learning with the IR technique. About six deep neural networks (DNNs) were used in this model: two for feature extraction, two for projection, one for relevancy estimation, and one for feature combination. However, using so many kinds of DNNs posed a risk of complex weight adjustment and high training and learning costs. Their experiments showed that using DNNs alone achieved poor performance and that most improvements still benefited from IR techniques, which implied that DNNs in their model was a subsidiary.

Previous studies have proposed several features to represent program source code. However, few methods try to extract semantic information from source code. Deep learning can help to bridge this gap.

7.3. Deep learning in software engineering

In recent years, many deep learning techniques have been introduced to software engineering research, such as code suggestion, API suggestion, defect prediction, effort estimation, program classification, and bug localization.

White et al. [43] proposed a deep architecture to model software language specific to sequential data and suggested many avenues for future work, especially for code suggestion. A novel tree-based convolutional neural network (TBCCNN) was built by Mou et al. [32] for programming language processing. Wang et al. [42] used a deep belief network to detect features from code tokens extracted from an AST of source code to find defective files, but it was insufficient for mapping the tokens to continuous integers.

Choetkiertikul et al. [6] proposed a deep learning-based prediction system for estimating story points based on Long Short-Term Memory (to learn a vector representation for issue reports) and Recurrent Highway Network (to build a deep representation). DeepAPI was proposed by Gu et al. [10] to find API usage sequences given an API-related natural language query. The model adopted the attention-based recurrent neural network (RNN) Encoder-Decoder model considering API importance by using IDF-based weighting to train API usage sequences and their corresponding annotations. The training time of this model was very long, which is also a drawback of RNN.

In the software engineering field, many files are written in natural languages, such as bug reports, API descriptions, and annotations. Even source codes themselves are similar to natural language to some extent. Thus, many mature techniques used in natural language processing can be applied to some issues in software engineering to extract semantic information.

8. Conclusions and future work

The existing approaches to bug localization focus on the similarities or relationships between the term weights of words from bug reports and source files. However, most of these approaches ignore the semantic information hidden in the bug reports and source files. In particular, few approaches consider the semantics of an entire source code. DeepLoc, a deep learning-based model that consists of an enhanced CNN, together with word-embedding techniques and two CNNs for detecting features from bug reports and source files, is proposed to address these challenges and improve the performance of bug localization. Unlike the existing approaches, word-embedding techniques are adapted to convert each sentence of bug reports and each line of source code into vectors, retaining their semantics in vector space. These vectors are then fed into the CNNs to extract their hidden semantics and features. An enhanced CNN is used to detect the correlation between the feature vectors extracted from bug reports and source code considering the bug-fixing experience (bug-fixing recency and frequency).

We provide empirical suggestions on how to construct the model and evaluate DeepLoc’s performance against four state-of-the-art bug localization techniques (DeepLocator, HyLoc, LR + WE, and BugLocator) using more than 18,500 bug reports extracted from five projects. The experimental results show that DeepLoc performed better than conventional CNN (10.87%–13.4% MAP improvements), which indicates the importance of bug-fixing experience for bug localization. Compared to the other four approaches, DeepLoc achieved higher Accuracy@k, MAP, and MRR, using less computation time. DeepLoc bridges the semantic gap by adapting word embedding to retain the semantics of bug reports and source code, CNNs to parse their syntax, and the enhanced CNN to learn the correlations between bug reports and source code considering bug-fixing experience.

However, the existing learning-based models, including our model, seldom consider the orders of buggy files during training, which may limit their performance when using metrics such as MAP and MRR to test their ability. In the future, we intend to improve DeepLoc’s sensitivity to buggy file orders. We will also investigate DeepLoc’s performance using other TF-IDF weight schemes [27,48]. Few papers have studied the effect of imbalanced data on bug localization and relevant techniques, which we leave for future work.
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